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Abstract. This paper presents a new supervised learning framework
for the efficient recognition and segmentation of anatomical structures
in 3D computed tomography (CT), with as little training data as possi-
ble. Training supervised classifiers to recognize organs within CT scans
requires a large number of manually delineated exemplar 3D images,
which are very expensive to obtain. In this study, we borrow ideas from
the field of active learning to optimally select a minimum subset of such
images that yields accurate anatomy segmentation. The main contribu-
tion of this work is in designing a combined generative-discriminative
model which: i) drives optimal selection of training data; and ii) in-
creases segmentation accuracy. The optimal training set is constructed
by finding unlabeled scans which maximize the disagreement between
our two complementary probabilistic models, as measured by a modified
version of the Jensen-Shannon divergence. Our algorithm is assessed on
a database of 196 labeled clinical CT scans with high variability in res-
olution, anatomy, pathologies, etc. Quantitative evaluation shows that,
compared with randomly selecting the scans to annotate, our method
decreases the number of training images by up to 45%. Moreover, our
generative model of body shape substantially increases segmentation ac-
curacy when compared to either using the discriminative model alone or
a generic smoothness prior (e.g. via a Markov Random Field).

1 Introduction

Large field-of-view CT scans are widely used in the diagnosis of systemic dis-
eases, which affect several organs. Automatic segmentation of body structures
has application in anomaly detection, disease assessment, change tracking, regis-
tration, navigation, and further organ-specific analysis. In this study, we present
an algorithm for simultaneous segmentation of nine anatomical structures in clin-
ical CT scans: heart, liver, spleen, l/r pelvis, l/r kidney and l/r lung.
The segmentation task is cast as voxel-wise classification. In clinical CT this is
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Fig. 1. Variability in our 196 clinical scans. a) Coronal view of a subject with
pulmonary anomaly. b) Subject with lung tumor. c) Subject with oral contrast and
abnormal kidney shape. d) Subject with amputated left leg. e) In a typical full-body
scan, the tissue densities of different organs overlap considerably with one another. All
these sources of variability make automatic anatomy segmentation challenging.

challenging due to similar density in different organs, presence of contrast agents,
varying resolution and noise levels, variability in anatomy and small field of view
(see Fig. 1). Thus, machine learning-based, supervised classifiers require a large
amount of expensive, labeled data to generate high-quality segmentations. While
that is the ultimate goal of our system, this study addresses the problem of find-
ing the minimal sufficient training data within a pool of unlabeled CT scans. To
do so we borrow ideas from the field of active learning.

Background. Active learning [14] studies the problem of training a robust
supervised system with as little manual labeling as possible, i.e. which data,
once labeled, yield the largest increase in accuracy? Most techniques are iterative.
Starting from a pool of unlabeled data, a small set of samples is selected and
labeled by a human expert. These enable training an initial classifier which in
turn is used to select the most informative instances from the unlabeled pool,
which often correspond to data that is under-represented in the current training
set e.g. anatomical variations, pathologies, etc. Then, the expert provides ground
truth for this new set and the classifier is updated, beginning a new iteration.
Active learning suits the medical imaging domain well because unlabeled data
are readily available whereas expert annotations are expensive.

There are two families of criteria for selecting samples to be annotated, based
on: 1) maximizing a predefined informativeness measure (e.g. [8]); and 2) re-
ducing the “version space” i.e. the set of all classification hypotheses consistent
with the ground-truth. The most representative example of the latter is “query
by committee” (QBC)[6], in which two or more classifiers sampled from the ver-
sion space are used to classify an unlabeled sample. Manual labeling is then
performed on the data for which the models outputs disagree. In co-testing [11],
the members of the committee are trained on independent views of the data.

Contribution. Our framework combines two complementary models: a classi-
fier that focuses on the appearance of the organs, and a generative model, which
captures organ relative location and thus global, probabilistic shape information.
As in QBC and co-testing, the models are jointly trained iteratively. At each
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iteration, the classifier is tested on the unlabeled data and the output is evalu-
ated under the generative model. The joint confidence of the probabilistic pre-
dictions is used to select the scans to be labeled next. As opposed to QBC and
co-testing, our method: 1. focuses on increasing the prediction confidence of the
two models; 2. does not require multiple views of the data; and 3. exploits long-
range context via a generative model of anatomy. Additionally, we demonstrate
how such shape prior increases the segmentation accuracy substantially.

Further related literature. Most approaches to joint segmentation of multiple
structures rely on registration. Segmentation is achieved by deforming an atlas
(or a set thereof) to the target scan. The atlas and deformation can be seen as
a generative model of anatomy. Registration is computationally expensive, but
works very well for organs such as the brain. However, it falters on structures
whose relative locations can change substantially across subjects, which is the
case in multi-organ segmentation. Post-processing is then required to refine the
result [9,15,12]. On the other hand, Seifert et al. [13] make use of increasingly
popular machine learning methods to approach the problem. They use a cascade
of classifiers to detect key slices, then landmarks, and finally segment six organs.

2 Materials: The Labeled CT Database

Clinical CT scans from 196 different subjects acquired at different hospitals were
used in this study. Most of the scans are challenging to segment due to variability
in anatomy, acquisition protocols (resolution, filters, dose, etc), pathology, con-
trast agents, and even limb amputations (see Fig. 1). Most of the scans cover the
thoracic or abdominal region, or both. Some also include the head or legs. Man-
ual ground-truth segmentations were achieved via a semi-automatic approach [5].
All scans are resampled to 6mm isotropic resolution for faster calculations.

3 Methods

The proposed framework combines a discriminative and a generative model for
obtaining high-quality segmentations and driving the selection of training im-
ages. Henceforth, we use the following notation: i indexes the scans in the training
set, and o ∈ {1, 2, . . . , No} indexes the No = 9 organs of interest. Appending the
background class produces an extended set with Nc = No + 1 classes, indexed
by c ∈ {1, 2, . . . , No, Nc} (where c = Nc corresponds to background). Subscripts
d, g, and cog represent “discriminative”, “generative” and “center of gravity”.

3.1 Discriminative Voxel Classification

Following the work in [7], we have applied random forest classification [3] to the
task of assigning organ class probabilities to all voxels of a previously unseen
CT scan. The classifier is based on box-shaped visual features. Details are out
of the scope of this paper, and can be found in the referenced work. Any other
type of probabilistic classifier could also be used in our framework.
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3.2 Generative Model of CT Scans

Although random forests do capture some level of context, they fail at modeling
the long-range spatial relationships between organs (see Fig.3b). We address this
issue by introducing a generative graphical model which captures relative organ
positions and organ shapes probabilistically.

The model. The graphical model used here is shown in Fig. 2a. Its relatively
few parameters allow it to be trained with very few scans, making it possible
to start selecting scans actively early in learning. The model represents a CT
scan by a collection of organs and the background. Each organ is represented by
its centroid location ko and a probabilistic atlas of shape Ao(r) such that the
probability that the voxel at location r is inside the organ is Ao(r − ko).

There are two coordinate systems in the model: a reference frame in which
the sets of centroids from the training dataset are jointly aligned and a physi-
cal coordinate system in which all CT scans are defined. The coordinates k′

o of
the No centroids of a scan in the reference frame, stacked into a vector x′

cog =
[k′t

1 , . . . , k′t
No

]t, follow a multivariate Gaussian distribution: x′
cog ∼ N (x̄′

cog, Σcog).
These coordinates are mapped to the physical frame by a simple rigid transform
xcog = [kt

1, . . . , k
t
No

]t = sx′
cog + t, where the scaling factor s is log-normal

log s ∼ N (log s, σ2
log s) and the translation t is improper uniform i.e. free. Fi-

nally, the organ probabilities for each of the Vtot voxels in the CT volume
pg = [pg,1, . . . , pg,Nc]t are obtained by integrating the organ atlases and the
centroid model. Since the atlases represent binary tests “organ o vs. rest”, pg is
given by the product rule (assuming independence between the atlases):

pg,o(r) =
1

Zg(r)
Ao(r − ko)

No∏

o′=1,o′ �=o

[1 − Ao′(r − ko′)], o ∈ [1, . . . , No]

pg,Nc(r) =
1

Zg(r)

No∏

o=1

[1 − Ao(r − ko)] (for the background)

where Zg(r) ensures that
∑

c pg,c(r) = 1, ∀r. The background requires special
treatment because it has neither a centroid nor a probabilistic atlas in the model.

Learning the model. The first step to learn the centroid distributions is to
create the reference coordinate system in which the sets of centroids are aligned.
For each training scan i, we have x′

i,cog = (xi,cog − ti)/si, where the scalings
si and translations ti maximize the joint alignment of the centroid sets. This
simple transform suffices to align the data because the scanned subject is always
well aligned with the scanner bed. Moreover, the low number of parameters of
the transform makes it very robust. The values of si and ti are obtained through
an iterative, maximal agreement Procrustes alignment algorithm[16]. Then, the
parameters log s and σ2

log s are just the sample mean and variance of {log si}.
From the coordinates in the reference frame xi,cog, we can estimate the pa-

rameters of the their multivariate Gaussian model. We use probabilistic principal
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Fig. 2. Generative model: a) Graphical model. b) 3D rendering of probabilistic
organ atlases, trained with 5 scans: 1.heart; 2.spleen; 3.liver; 4.left lung; 5.left kidney;
and 6.left pelvis. c) Same atlases, trained on 20 scans. d) 3D rendering from a random
sample of the complete model pg (trained with 20 scans, centroids marked with crosses).

component analysis (PPCA [17]) to deal with missing data (organs out of the
field of view): x′

cog = x̄′
cog +Φb+ε, where Φ is the matrix with the orthonormal

principal components, b ∼ N (0, diag(λ)) is the shape vector, λ is a vector with
the variances of the principal components, and ε ∼ N (0, σ2

εI) is a noise vector
with spherical covariance. The parameters x̄′

cog,Φ,λ,σ2
ε are estimated by PPCA.

Finally, the probabilistic atlases are constructed independently for each organ
as follows: 1. scaling each manually labeled organ mask by si, to be consistent
with the Procrustes analysis; 2. aligning the centroids of the masks; 3. taking the
voxel-wise average; and 4. blurring the result with a Gaussian kernel. Blurring
accounts for the fact that the generative model is in general not perfectly aligned
to the anatomy when testing an unseen test scan (see Section 3.3). Fig. 2b-
c displays the probabilistic atlases of the organs of interest trained on different
numbers of scans, in order to illustrate their evolution with the size of the training
dataset. A random draw from the full generative model is displayed in Fig. 2d.

3.3 Segmenting Previously Unseen Scans

This section describes how to achieve high-quality segmentations by combining
the two models. This requires: 1. fitting the generative model to the classifier
output; and 2. combining the models via Bayes’ theorem.

Aligning the models. Given voxel-wise class probabilities from the forest
classifier pd(r) = [pd,1, . . . , pd,Nc ]t, the parameter space of the generative model
(s, b, t, ε) is explored to maximize a similarity metric between the class distri-
butions from the two models pg(r) and pd(r). Here, we minimize the Jensen-
Shannon divergence JS(P‖Q) = (1/2)[KL(P‖R) + (KL(Q‖R)], where R = (P+Q)

2

and KL(P‖Q) =
∑

j Pj(log Pj − log Qj) is the Kullback-Leibler divergence. Unlike
KL, JS defines a bounded metric. The problem is then formulated as:
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Table 1. Algorithm to align the generative model with the output of the classifier

1. The CT volumes are downsampled to 20mm isotropic resolution.
2. Assuming b = 0 (mean centroid shape), do exhaustive search across s and tz.
We explore tz ∈ [tz,min, tz,max], with tz,min and tz,max such that translations with
no overlap between the scan and the generative model are disregarded. For the

scale s, we explore the interval s ∈ [exp(log s − 2.5σlog s), exp(log s + 2.5σlog s)].
For each value of s, tx and ty are designed to match the x-y c.o.g. of the scan and
the x-y c.o.g. of the centroids of the organs.
3. From the optimal point from the previous step, do coordinate descent on {s, b, t},
with s ∈ [smin, smax] and b constrained to stay in the ellipsoid that embraces 95%
of the probability mass of the Gaussian density function.
4. From the solution from the previous step, optimize the noise ε independently for

each organ, searching a sphere of radius
√

σ2
ε [χ2

3]0.95 around each centroid, where
[χ2

3]0.95 is the 95% quantile of a Chi-square distribution with 3 degrees of freedom.

θ∗ = {s∗, b∗, t∗, ε∗} = argmin
θ

∑

r

JS(r, θ) =

argmin
θ

1

2Vtot

∑

r

Nc∑

c=1

(
pg,c(r) log

2pg,c(r)

pg,c(r) + pθ
d,c(r)

+ pθ
d,c(r) log

2pθ
d,c(r)

pg,c(r) + pθ
d,c(r)

)
(1)

where θ∗ = {s∗, b∗, t∗, ε∗} are the optimal parameters and Vtot is the number
of voxels in the scan. This step uses well-behaved probability maps (particularly
pθ

g,c, see Fig.2bc) rather than pixel intensities. This makes the JS divergence
smooth, which, next to the low number of degrees of freedom of the generative
model, makes the optimization fast and robust. First, exhaustive search at 20mm
resolution is used to initialize the two most sensitive parameters: axial translation
(tz) and scale (s). From that point, coordinate descent is used to optimize b and
refine t and s. Finally, the noise ε is optimized independently for each organ.
The algorithm is detailed in Table 1 and illustrated in Fig. 3a-c.

Bayesian semantic segmentation. The aligned generative model can be in-
terpreted as a location prior in a Bayesian framework. The posterior probability
of label L at location r is therefore given by Bayes’ theorem:

p[L(r) = c] =
pd,c(r) · pθ∗

g,c(r)
ZL(r)

(2)

where the partition function ZL(r) ensures that the probabilities add to one. The
final hard segmentation can be obtained as the voxel-wise MAP estimate of the
class probabilities i.e. argmaxc p[L(r) = c]. The effect of the generative model
on the segmentation is illustrated in Fig. 3, where erroneous probability masses
are removed from pd,c(r), improving the quality of the overall segmentation.

3.4 Training Set Construction through Active Learning

The second task at hand is that of building a minimal set of manually labeled
CT images. Detailed algorithmic steps are presented in Table 2. In the spirit of
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Fig. 3. Bayesian anatomy segmentation. a) Coronal slice of a sample test scan. b)
Probability for the liver as output of the classifier (20 training scans). c) Aligned gen-
erative model. d) Posterior probability for liver as in Equation 2. The posterior map is
much more accurate than in (b). e) Hard segmentations provided by the discriminative
model alone (red) and the Bayesian model (green), as well as ground truth (blue). The
generative spatial prior has a positive effect on the quality of the final segmentation
(green). Please note that the segmentation (i.e. the MAP estimate) is not the 0.5-level
of the probability map; that holds in binary classification, but not in our Nc-ary case.

Table 2. Active learning for optimal construction of manually segmented database

1. The generative and discriminative models are built starting with 2 labeled scans.
2. The remaining unlabeled scans are fed to the classifier, yielding multi-class
probability maps for each voxel.
3. Align the generative model by minimizing JS in (1).
4. Compute disagreement via the weighted JS divergence as in (3).
5. Rejection of outlying scans via the local outlier factor (LOF) [4] on JSw.
6. Select the unlabeled scan that maximizes JSw and obtain its manual ground
truth from a human expert.
7. Update the classifier and the generative model.
8. If the testing segmentation accuracy is satisfactory then stop. Otherwise, goto 2.

QBC and co-testing, at each iteration an expert labels the scan which maximizes
the disagreement between the discriminative and generative models, which is the
one with largest potential of improving the overall segmentation accuracy. To
remove the bias towards larger organs, desirable when aligning the models but
detrimental in active learning, we use a modified version of the JS divergence
to measure the disagreement. We adapt the concept of weighted entropy of a
distribution [1]: Hw =

∑
c ucpc log pc, where class c has an utility cost uc and

probability pc. Making the utilities inversely proportional to the average volumes
of the organs uc = 1/Vc weighs them uniformly. We define Vc =

∑
r Ac(r), c ∈

[1, . . . , No], and VNc as the average volume of the background class in the training
scans. Switching the order of

∑
r and

∑
o in (1) gives the weighted JS divergence:

JSw :=
1

2

Nc∑

c=1

1

Vc

∑

r

(
pd,c(r) log

2pd,c(r)

pd,c(r) + pθ∗
g,c(r)

+ p
θ∗
g,c(r) log

2pθ∗
g,c(r)

pd,c(r) + pθ∗
g,c(r)

)
(3)

Another important component of the algorithm is the outlier rejection strat-
egy. Here we identify as outliers unlabeled scans for which the JSw measure is
far away from the rest of the population using the local outlier factor (LOF [4]).
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LOF compares the density of the data around each point with the density at a
number of nearest neighbors, computing an index which can be thresholded to
detect outliers. Here, it is convenient to use an aggressive threshold (2.0) to be
certain that all the outliers are detected, since the cost of leaving out informative
inliers is lower than the toll of including outliers in the training set.

4 Experiments and Results

Experimental setup. This section assesses two aspects of our work: i) the ac-
curacy of our Bayesian segmentation approach versus the discriminative classifier
alone; and ii) the validity of our database construction strategy as compared to
alternative techniques. On the second task, five algorithms are evaluated:

A1. The proposed active learning approach.
A2. Same as 1, but randomly selecting scans from the unlabeled pool.
A3. Uncertainty sampling [8], in which the scan that maximizes the mean voxel

entropy Hav = (V −1
tot )

∑
r

∑Nc

c=1 pd,c(r) log pd,c(r) is selected. Our genera-
tive model is thus not used for data selection, but it is still used in segmen-
tation.

A4. Same as 2, but the generative model is replaced by a generic Markov Ran-
dom Field (MRF) prior in segmentation. Graph cuts [2] are used to mini-
mize:

ξ[Λ(r)] = −
∑

r

log pd,Λ(r) + γ
∑

(ri,rj)∈N
δ[Λ(ri) = Λ(rj)]

where N is a 6-neighborhood system and γ is the smoothness of the MRF.
A.5 Same setup as in 2, but without any generative model at all. For organ o,

the hard segmentation is computed as the largest connected component of
the binary volume argmaxc pd,c(r) == o (i.e. the MAP estimate).

The following experiment was repeated 30 times and the results averaged: two
scans (at least one with all the organs of interest) are randomly selected to form
the initial training set. The remaining 194 are randomly split into unlabeled
pool and test data. Then, unlabeled scans are iteratively added to the system
according to the five algorithms, and the performance recorded using Dice’s
coefficient D(A, B) = 2 |A∩B|

|A|+|B| and Haussdorff distance (i.e. maximal surface-
to-surface distance). These two metrics provide complementary perspectives:
gross overlap and robustness, respectively. In case of total miss of an organ, the
Haussdorff distance for an algorithm is assumed to be equal to the maximal
Haussdorff distance of the other tested methods for that organ in that subject.

The system parameters were set to the following values: T = 14 trees, max.
tree depth = 16, features tested per node = 200, training voxels = 4 · 105,
min. info. gain = 0.01, width of kernel to blur prob. atlases = 20 · n−3/2

atl , MRF
smoothness γ = 1/3, LOF threshold = 2.0, LOF nearest neighbors = �nunl

20 �. The
random forest parameters were partially motivated by computational limitations.
The rest of the parameters were tuned by pilot experiments.
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Fig. 4. Segmentation accuracy (Dice) vs. training set size for different
database construction approaches. Plots a-f) are organ specific. Plot g) displays
the mean for all organs. Plot h) is a zoom-in of f) that displays standard deviations
(but only shows random selection and active learning for clarity).

Fig. 5. Haussdorff distance vs. training set size for different database con-
struction approaches. See caption of Figure 4 for the explanation of the plots.

4.1 Bayesian Segmentation Results

Figures 4 and 5 display the Dice’s coefficient and the Haussdorff distance vs. the
number of training examples for the five algorithms, whereas Fig. 6 shows the
segmentations of three test scans. The accuracy is not high in absolute terms
due to the difficulty of the dataset (pathologies, large variations). However, the
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Fig. 6. Comparing segmentation results for different algorithms. Coronal
slices of CT segmentations of three test scans. Different colors indicate different seg-
mented organs. Only ten labeled scans where used for training. Our algorithm (A1.
Active) produces better segmentation than other techniques, for the same training
set size.

differences between active learning and random selection are still illustrated.
Comparing curves A.2 and A.4, we see that our model outperforms the MRF
for almost every organ, attributed to having been specifically designed for this
task. For example, the MRF misses the spleen and kidneys in scans 1 and 2 in
Fig. 6, whereas our method does not. Our model is also useful at the interface of
neighboring organs, such as the liver and right kidney in scan 3 in the figure. The
MRF only offers good results for the lung and pelvis, whose high image contrast
makes discrimination possible with little contextual information. Finally, the
MRF produces better segmentations than the direct MAP estimates, since the
former is able to clean pd(r) to some extent (e.g. the liver in scan 3 in Fig.6).

4.2 Training Database Construction Results

Figures 4 and 5 also show that our framework reduces the number of labeled
scans that are necessary to achieve a desired accuracy (Table 3). Active selection
is consistently better than random for every organ. At higher accuracies (Dice ≥
0.6), the decrease in labeling effort is 40-45%. The improvement is approximately
the same with respect to uncertainty sampling, which is marginally better than
random selection when Dice ≤ 0.65 and marginally worse above 0.65.

Finally, Fig. 7 illustrates the scan selection process in our framework. The ini-
tial training set consists of the scans in Fig.7a-b. Fig. 7c shows the scan with the
highest disagreement (because of the cyst in the left kidney and the lack of con-
text due to reduced field of view). Adding it to the training set could negatively
affect the performance of the system, therefore the importance of the outlier
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Table 3. Required number of scans to achieve different levels of accuracy using our
active learning framework, random selection and uncertainty sampling

Target Dice’s index 0.40 0.50 0.60 0.65 0.66 0.67

Number of training scans for A1. Active 3.6 4.7 8.2 9.4 11.1 14.3

Number of training scans for A2. Random 5.1 7.4 15.2 16.8 18.9 25.8

Number of training scans for A3. Unc.sam. 4.6 6.6 10.7 16.1 19.4 >30

Fig. 7. Active selection of training scans. a-b) initial training set. c) Scan with
minimal weighted JS score at the first iteration, which displays a kidney with a large
cyst and is rejected by LOF. d-e) Scans actually selected in the first two iterations.

rejection stage. Fig. 7d-e displays the two first scans from the unlabeled pool
actually selected by our algorithm. Next to the initial two, they represent the
main types of scan present in the dataset (full body, chest, abdominal, pelvic).

5 Discussion and Conclusion

A new framework for the automatic segmentation of anatomy within CT scans
has been presented. A joint discriminative-generative model has been introduced
to address two tasks: estimating voxel segmentation posteriors and constructing
a minimal training dataset of manually segmented CT scans. Quantitative ex-
periments demonstrated that the joint model considerably helps in: 1. attaining
higher segmentation accuracy than generic smoothness priors (e.g. MRF); and
2. reducing the size of the training dataset by ∼ 45% compared to alternatives.

In our Matlab / C# implementation, forest training takes 3 − 10 min. on a
desktop. Segmenting a new CT scan takes ≈ 4 s. ( ≈ 1 s for forest testing and
≈ 3 s for model alignment). In active learning, ranking all unlabeled scans takes
≈ 4Nunlabeled s. Next we wish to exploit the algorithm’s parallelism to reduce
execution times further, combine the method with complementary work [10] to
improve segmentation accuracy, and apply it to other image modalities, e.g. MR.
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